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ABSTRACT

An age-related retinal disease known as age-related macular degeneration (ARMD) is the leading
cause of blindness in the elderly. Age-related macular degeneration (ARMD) is a major global cause
of blindness. Although there is currently no treatment for ARMD, the disease can be managed with
early detection through a balanced lifestyle and frequent exercise. The importance of early ARMD
detection in limiting the disease's progression is growing in tandem with the proportion of the
population that is 65 and older. This study aims to analyze huge datasets gathered from past
instances, which contain eye pictures and aspects of risk factors that might cause ARMD, in order to
design an algorithm based on probabilistic inference using Bayesian Network. This work combines
analysis of eye pictures with investigation of several causes causing ARMD, which is different from
other techniques in diagnosing the condition. Factors that induce ARMD should be included in
studies and analyses since they serve as effective markers for when early diagnosis is needed.
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Introduction

In the macula, the eye's central visual region, macular degeneration (AMD), also known as
age-related macular degeneration (ARMD), causes vision blurring or loss of vision. The
macula, a pigmented area close to the back center of the retina, controls the field of vision
in the middle of the eye. The development and existence of drusen, which are cellular
polymorphous debris in the macula, are the causes of ARMD. Early signs are not always
present. A progressive deterioration of eyesight over time may impact certain persons, either
in one or both eyes. Visual hallucinations can occur, although they are not indicative of a
mental disorder. While central vision problems may not cause total blindness, they can make
reading and other daily tasks more challenging, such as recognising faces [1-5].

Worldwide, almost 6.2 million individuals have been impacted by ARMD as of 2015. After
glaucoma, cataracts, and premature delivery, it ranked as the fourth leading cause of
blindness in 2013. In the US, age-related macular degeneration (ARMD) is the leading cause
of blindness in persons over the age of fifty. With a prevalence of 0.4% in the 50-60 age
group, 0.7% in the 60—70 age group, and 2.3% in the 80—+ age group, this ailment is rather
common individuals in the 70-80 age bracket, and around 12% of the population 80 and up.

key risk factors of age-related macular degeneration (ARMD) include heredity and smoking,
however aging itself is a key issue due to the damage it causes to the macula of the retina,
which usually manifests in older age groups [1]. There are three main categories of ARMD:
early, middle, and late [1]. The "dry" state accounts for as much as 90% of the cases in the
late type, which is further subdivided into the "wet" group.

It is very uncommon for people to be oblivious to ARMD until they are faced with visual
field disturbances [1] [4]. Due to its sluggish progression, ARMD is frequently hard to

1|Page



diagnose. It is crucial to detect the condition early on because there are few treatment
choices, and those options become much more limited when the disease progresses to later
stages [5]. A healthy lifestyle with regular exercise can halt the progression of the illness if
caught early enough [6-25].

An early detection system for ARMD based on probabilistic inference in Bayesian networks
is the goal of this research. By analyzing fundus pictures and risk variables for ARMD from
different datasets, the system infers a likelihood using Bayesian Network. Fundus pictures
are utilized because they are captured from the posterior aspect of the eye, which allows for
easy identification of the macula or retinal area. While some studies have made strides in
ARMD early identification, few have achieved reliable results. However, the majority of
these studies fail to deal with the issue of early detection, and even fewer of them focus on
the potential risk factors that might lead to ARMD. Our study takes a fresh tack on the age-
old issue of early detection. While the majority of the current literature relies solely on ocular
pictures with various detection techniques, we also analyzed whether or not risk variables
were present in the individual [26—40].

Although ARMD typically shows no symptoms and advances at a snail's pace, we seek to
identify it early so that treatment can be more effective. An excellent sign for early
identification might be the presence of disorder-causing risk factors in the subject's lifestyle.
Adding information about risk factors alongside fundus photos is both practical and prudent
in light of these facts regarding ARMD. This kind of diagnostic is typically reserved for and
performed in a clinical setting. With this effort, we hope to create an algorithm for a system,
or piece of software, that can operate independently of any particular setup. Wherever a
clinical setting is inconvenient to reach, such systems can be used, such as in health care
facilities, eye care clinics, etc.

Technical Approach

The technique makes heavy use of BNs, or Bayesian Networks. A Bayesian Network is a
concise description of a joint probability distribution that displays the causal probabilistic
effect between a group of random variables and their conditional dependences. A directed
acyclic graph and a collection of conditional probability distributions are the main parts of a
BN. Every node in the graph stands in for a different random variable in the scope of the
issue. There is a conditional probability distribution for every node, which represents the
likelihood (possibility) of being preceded by one or more nodes. In BN, directed edges
connect nodes that are probabilistically dependent on one other; for example, if node A
causes node B, then the two nodes are connected in a graph. Our selection of the Bayesian
Network was based on its shown capacity to link seemingly unrelated random variables in
the face of complicated uncertainty [41-55].

Finding the likelihood of symptoms, or the existence of causes causing ARMD, including
ocular images, is the purpose of the algorithm. It would be helpful to determine the likelihood
of ARMD considering the factors. Determining the likelihood of a health problem based on
all potential factors is frequently a challenging task. Reason being, there are a lot more
factors to consider, including the level of intensity, the severity of the effects, and the
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existence of any other driving factors. The inverse of this conditional probability, the
likelihood of the symptoms (cause) in the event that the person possesses the sickness or
condition (proof), may, however, be calculated in a practical manner. The Bayesian Network
is useful for determining the likelihood of each potential explanation (using the posterior
probability distribution) for the evidence that is already available.

First, in order to create BN, we require data. Data collections are heterogeneous, extensive,
and unpredictable. See the data concerns chapter for more details about the datasets, which
contain both normal-looking individuals and a wide range of ARMD patients at various
phases. We can use these datasets to build the BN.

The data may be used to create BN now that it is prepared. Learned BN graphs are those that
are constructed using pre-existing data sets. Manual learning involves evaluating data,
selecting random variables, and determining their probability distributions before building
node architectures. Another option is to make use of programs that can generate BN
structures. The second is known as autonomous learning. We frequently employ automated
learning for this task. First, there is a wide variety of easily accessible technologies for
automated learning; second, it does not need underlying domain expertise, which is why we
choose to employ it [56-72]. Automatic learning can generate node structures and locate
relevant conditional probability distributions with software benefits; examples of such tools
include GeNle by BayesFusion and programs written in any of the high-level programming
languages, such as Python.

Next, we focus on establishing probability distributions for eye images. It is significant to
learn the features of normal eye images and ARMD affected eye images of various stages to
confirm the presence of drusen but finding probabilities for every image may be
meaningless, considering images are not random variables. To address this issue in
constructing BN nodes for images, this work, through its automated learning adds one more
tier to the node structure. We adapt a slightly different version of understanding semantic
features of images in Bayesian Network. We extract common features between multiple
images that are of same category and put them into the same cluster. We call it as Classified
Image Cluster. For example, by extracting common features of normal eye images and put
them into a cluster. Similarly, more clusters can be created for eyes images that are early,
late or intermediate ARMD affected. Formation of more clusters (that is we try to create
more categories) can yield better accuracy. We can now calculate probability distributions
for these clusters as if they were nodes. This means that these groups will eventually form
BN nodes [73-90].

We assert that the subject possesses the condition—that is, we are establishing evidence—
when we create the BN since influences and probabilistic linkages among variables may be
simply expressed in a BN [12]. Using our new evidence e, we can apply Bayes' theorem to
the following graph: G, which spans one or more variables:

In probability theory, the word P(GJe) refers to the posterior distribution of G, while P(G)
denotes the prior or marginal distribution of G.

Execution and Outcomes
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We use the National Eye Institute's AREDS (Age Related Eye Disease Study) dataset for
this project. Among the available comprehensive studies, AREDS has more than 4000
individuals in the age range we are targeting. A big, diverse, and comprehensive dataset was
the product of the AREDS project, which ran for more than five years. We also utilize
BayesServer, an API for applications that works across platforms and effectively processes
datasets in Bayesian Network models, when we develop our early detection technique. The
BayesServer Java API has been modified in this work. If we provide BayesServer API with
data, it can build a Bayesian network that can automate our decision-making, identify
problems, or make predictions. Our primary objective is to create an independent program
that utilizes the suggested method in a BayesServer API setting using the AREDS dataset.
Taken from the BayesServer environment during network construction using the AREDS
dataset, the following graphic shows the results. The boxes at the nodes indicate the events,
and the edges depict the relationships between them, which are the conditional probabilities
of those events occurring. These edges are generated by the BayesServer environment's
automatic learning process. The result of the clustering process is this. We can see some
good outcomes from this effort. phase 1: Training and Query is the first phase in our process.
We split our data into two sets: one for training and one for querying. A definitive probability
can be reached by training models on training sets and then evaluating them against the query
sets [90-98].

Training, Query, and Validation

By including a validation set, we are able to alleviate the reliance on the query sets, which is
necessary due to the fact that our job involves working with several clusters during the
network creation process. The system may potentially benefit from these validation sets in
the long run.

Verifying Results Using Many Sources

Our proposed approach divides data into numerous clusters, hence cross validation is crucial
for this sort of work. A model is considered to have been trained using all data except for a
subset of it when tested on each cluster ¢. So, we test the network with every piece of data
that's at our disposal, but no model can see it. In Bayes networks, we use the confusion matrix
to assess our model's correctness. The actual and predicted values are shown in the rows and
columns of a square confusion matrix, accordingly. Our training dataset produced the
confusion matrix that is seen below. Based on the results of the confusion matrices for each
training set, our initial query and validation sets, along with 10 training sets in an AREDS-
constructed BN, achieved an accuracy of over 90% in this study.

Issues with Data and Regulations

We require data from patients affected by ARMD in order to construct this algorithm.
Included in datasets are a variety of pieces of personal information, including but not limited
to: age, gender, race, height, weight, dietary habits, smoking status, alcohol use, and
photographs of the eyes. So that the Bayesian Network may be more trusted, we supplement
the datasets with comparable data from healthy individuals or those who could have tested
negative for ARMD. The sample space must be both large and randomly selected in order to
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provide accurate probability predictions. Thanks to hospitals' ever-increasing data
generation capabilities, the aforementioned pieces of information are now standard fare in
clinical operations. Another option is to use one of the many huge and comprehensive
datasets that are already in possession of the organizations who do clinical research or
provide SAS to support clinical studies. Our work is able to use many data formats (such as
SAS, csv, etc.) since it is automated learning [11]. The datasets are vast, multi-faceted, and
full of useful information. Because machine learning algorithms draw on diverse and rich
datasets to draw connections between them through the discovery of high-dimensional
interactions across datasets, we place an emphasis on huge datasets [10]. There is enough
information in the samples to draw conclusions regarding both the AMD-affected and the
unaffected populations. When building a Bayesian Network, automated learning in the
algorithm needs somewhat more data to address the missing data problem in datasets [11].
Security concerns are considerable when dealing with apps that need more data. These
actions are done to address the issue. 1) No personally identifiable information is gathered
from patients 2) Only essential data is gathered 3) Data is stored securely and encrypted 5)
Data is deleted when no longer needed 6) Data is in accordance with clinical terminology 7)
Data is in accordance with security, data transfer standards, and laws that differ from one
country to another.

Conclusion

With the use of Bayesian networks, we were able to achieve an early detection strategy for
ARMD that was over 90% accurate using our training sets. In the field of machine learning,
there is a dearth of literature pertaining to biological and therapeutic solutions. Regarding
the matter, there is yet a considerable distance to cover. In our future endeavors, we intend
to explore, evaluate, and offer more exploratory solutions, particularly for clinical concerns.
In our next projects, we will keep improving the system and the methodology that we have
suggested. Thorough research on the system's output is required. Results tend to improve in
accuracy as time goes on since machine learning algorithms often grow better with use. Our
research into ARMD and the ways in which machine learning may improve the delivery of
healthcare and biological solutions is ongoing.
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