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  ABSTRACT  

 
 An Approach to Managing Requirements Volatility in Writing Quality Standards (SRS) considered a 

subset of requirements overall, quality requirements provide a wide range of characteristics 

applicable to the system as a whole, including robustness, efficiency, usefulness, and flexibility. 

Sadly, a lot of companies don't give quality standards the attention they need, assuming that everyone 

would understand what the product needs and that it will come to fruition on its own. We want to 

answer some key issues about quality requirements management and their place in the software 

development lifecycle in this article. We would also learn the consequences of poorly handled needs. 

and offer some guidelines for crafting high-quality specifications. The goal is to help the community 

that is responsible for defining the standards learn from previous mistakes. Ideally, it will also assist 

in preventing future blunders of a similar kind. 
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Introduction 

You appear to have gotten your project off to a solid start. In the requirements elicitation 

phase, you produced a software requirement specification and the team enlisted the help of 

several clients. Although the specification was quite lengthy, the buyers gave their approval, 

so it must have been satisfactory. Now you are creating one of the features and you’ve 

noticed some challenges with the requirements. There are a few ways to look at criterion 15. 

Which one should you believe, as requirement 9 says the exact opposite of requirement 21? 

You have no idea what Requirement 24 implies because it is quite ambiguous. You and two 

other developers just spent an hour debating criterion 30 since you all took different 

interpretations from the wording. Worse worse, the one and only client who has the answers 

won't even return your calls. Many of the criteria leave you to speculate, and if you get that 

guess incorrect, you can be in for some serious rework [1–10]. 

There are a lot of poorly worded requirements in software requirements specifications (SRS). 

Poor specifications cannot result in outstanding software since the quality of the inputs 

determines the final product's quality. Unfortunately, not many programmers have received 

training on how to properly gather, evaluate, record, and validate requirements. Few projects 

have acceptable requirements to disclose, and even fewer businesses are prepared to make 

their product specs public, therefore there is a dearth of good requirements to study. 

Even though requirements engineering and tools have grown popular, a large proportion of 

software projects still fail because of inadequate requirements management. Software project 

failures may be mitigated with the aid of requirements management. It is still difficult to 

state that research findings from requirements engineering are extensively used, despite the 

software industry's growing recognition of requirements engineering's relevance. The lack 
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of proof that requirements quality actually impacts software project results must be one of 

the main challenges. 

When debating the relative merits of successful and unsuccessful software projects, 

arguments often center on a 1994 report of a survey by the Standish Group [9]. Despite 

doubts about the report's veracity and the strength of its scientific backing, it had a profound 

effect due to the shockingly high stated failure rate of software projects—70% or more. The 

fact that the failure rate, as measured by the number of projects that went over budget and 

schedule, was simple and readily accepted by software development organization 

management would further explain its widespread distribution. Factors that contribute to a 

project's success or failure are also detailed in the Standish report. Factors contributing to a 

project's success or failure were posed in a poll of senior IT managers. The project success 

criteria that were mentioned were as follows: "incomplete requirements" at the top of the 

list, followed by "clear statement of requirements" at 13.0%. While these figures may 

provide the impression of a correlation between high-quality criteria and successful or 

unsuccessful projects, in reality, all they reveal is the managers' subjective opinions. In 

addition, there is a lack of thorough analysis about the requirements' quality. The relationship 

between high-quality requirements and successful project results is the primary focus of our 

research [11–29]. 

Many things must be known before we can examine the qualities of a quality requirement, 

such as: what is a normal requirement process? Can you tell me what qualities make a 

demand high-quality? When needs are not handled properly, what consequences follow? 

What factors influence the success of a project when requirements are of low quality? and 

lastly, a few suggestions on how to draft quality standards. 

A Standard Procedure for Gathering Needs 

The goals of a software product are defined at the outset of the requirements process, which 

then goes on to refine those goals. One or more papers, also referred to as work products, 

typically outline requirements. The most common language is still English, however there 

are specialized languages for expressing needs. Use case diagrams and other similar visual 

representations of requirements are gaining popularity. 

Applicants are required to 

They must: • be observable from outside the system 

• and, it needs to fill a demand for the prospective client or other interested party 

Typical requirement engineering processes for small and medium-sized projects include 

defining the system's high-level need, refining that need into particular features and 

functions, and building lower-level needs for significant components or functional areas. 

Software design requirements are a more advanced version of requirements. 

The last step is to make sure that the needs mentioned in the high-level requirements papers 

are met by creating test plans, which are actually requirements documents for testing. The 

software requirement lifecycle is illustrated in software development process. Managing the 
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procedure does not appear to be a worry for the figure. Aside from the technical aspects, 

nearly all requirements process diagrams exclude the management of requirements. 

What Impact Does Requirement Volatility Have on SDLC? 

Although the requirements are well-documented at the outset, they will inevitably evolve as 

the software development lifecycle progresses. This is because software development is 

inherently dynamic, with requests for change seemingly inevitable. All through the software 

development lifecycle, from requirements elicitation and analysis to validation and post-

system-go live, these changes occur. Requirements Volatility describes the degree to which 

requirements could fluctuate throughout a system's development. The development lifecycle 

is characterized by needs modifications (adding, removing, or modifying) that significantly 

affect the final product's quality, timeline, and cost. The unpredictability of requirements 

impacts every stage of software development. The unpredictability of requirements causes 

many initiatives to fail or just get half way to their completion. 

From the time of first requirements definition to the final requirements of the system 

development, the size of the requirements might expand significantly due to requirements 

volatility. One major risk to software project success that might arise at any stage of 

development is requirements volatility [30–49]. 

The software development life cycle is significantly affected by the volatility of 

requirements. Software releases are impacted by requirements volatility, which in turn has a 

huge influence on project time, cost, and performance. Software project schedule and cost 

performance are inversely related to the degree of requirements volatility. A third of the 

initiatives never got finished, and half of those that did succeed just partially, with 

incomplete functionality, according to a survey by Lamswede that used data from more than 

8,000 projects at 350 US organizations. Significant delays and cost overruns occur in many 

projects. 

Product Requirements Documents (PRDs) 

A successful SRS should offer many unique benefits to consumers, suppliers, and other 

persons, including: 

a) Lay the groundwork for suppliers and customers to agree on the software product's 

purpose. 

b) Decrease development time. 

c) Establish a starting point for checking and validation. 

d) Make the transition easier. 

e) Lay the groundwork for time and cost estimates [50-72]. 

f) Provide a place to start when improving. 

The following are the primary concerns that the writer(s) of the SRS report should address: 
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a) Usability: What is the purpose of the software? 

b) Interactions with Outside Parties: How Does the Program Communicate With Users, the 

Hardware of the System, and Other Programs? 

c) How efficiently does the program perform? How fast are its functions, how long does it 

take to respond, how long it takes to recover, etc.? 

d) Features: What are the considerations for things like accuracy, maintainability, security, 

and portability? 

e) Implementation design constraints: Are there any applicable standards, implementation 

language, database integrity regulations, resource restrictions, operating environment(s), 

etc.? 

The following are examples of qualities that should be included in a high-quality requirement 

but are absent in poorly defined ones: 

• Accurate—in order to guarantee that SRS accurately represents the real requirements. 

If there is just one possible way to understand each of the specified requirements in an SRS, 

then we say that it is unambiguous. It communicates a comprehensive notion or statement 

and specifies all the conditions under which the requirement applies. The document must be 

internally consistent and free of conflicts with other papers, such the system requirement 

specification, in order to be considered consistent. If there is a finite, cost-effective way for 

a person or machine to check that the software product satisfies all of the standards 

mentioned in an SRS, then we say that the SRS is verifiable. 

All requirements in an SRS must have a clear source and be able to be referenced in future 

development or improvement documents for it to be considered traceable. 

• Modifiable—An SRS can be said to be modifiable if and only if its design and structure 

allow for the effortless, comprehensive, and consistent implementation of modifications to 

the requirements without compromising the design or structure. 

Each SRS criterion must be rated according to its relevance and/or stability, which might be 

defined as follows: [73–98]. 

Potential Cases of Low-Quality Requirements 

In theory, these qualities of quality standards seem great, but in practice, how can one 

identify excellent requirements? The best way to get a feel for these ideas is to put them into 

practice. Adapted from real projects, here are a few prerequisites. Before attempting to 

rebuild it, we check it against the aforementioned quality standards to identify any issues. 

There are a few ways each one might be improved upon, but your perception might be 

different. Given that none of us are the actual consumers, our best assumption is that each 

need is meant to convey a certain goal. 

Having developers and consumers go at requirements papers before they're authorized is a 

good idea since developers will have a hard time grasping the objective of each badly worded 
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requirement. Examining lengthy requirements papers in detail is a pain. Those who have 

done the inspections say it was time well spent. Instead of waiting till the client calls or later 

in the development process, it's far more cost-effective to address the flaws at that point. 

Neglecting to Manage Requirements Leads to 

A major contributor to project failures, according to research after study, is inadequate 

requirements management. Software development projects have been known to fail or be 

cancelled due to inadequate requirements management, according to several studies 

conducted over the past 35 years. Projects fail to provide the capabilities that end-users or 

customers anticipate or want when requirements are not properly managed. We should have 

learnt by now [99–110], given our history of failure and the availability of technologies for 

effective requirement management. 

As stated by Robert Charette in his July 2005 IEEE paper titled "Why Software Fails -We 

Waste Billions of Dollars Each Year on Entirely Preventable Mistakes," "Badly Defined 

System Requirements" is one of the main reasons why software projects fail. In his 

estimation, the US economy has lost up to $75 billion due to software failures in the last five 

years. 

"Incomplete requirements (13.1%)" was listed as the leading cause of project failure in The 

Chaos Study, published in 1994 by the Standish Group. "Changing Requirements and 

Specifications (8.7%)" is the sixth component under consideration. 

High-Quality SRS vs. Successful Project Completion 

If stakeholders are concerned that the delivered system may not meet their safety or 

availability expectations, they can reduce the likelihood of this happening by outlining 

specific quality standards. 

Proper handling of quality criteria necessitates their formulation in a quantifiable manner. 

Quantifying and assessing quality criteria may be more work than it's worth because there 

aren't any conveniently applicable standard measurements for most attributes. Finding an 

appropriate balance between the reward of lowering acceptance risk and the expense of 

defining quality criteria is, however, the true problem of doing so. 

Product development, system testing, and customer happiness may all be enhanced by 

following these rules and doing formal and informal reviews of the requirements early and 

regularly [111-124]. 

Software quality assurance teams evaluated the quality of requirements specifications, and 

overall project performance statistics in terms of cost and time overrun were available in a 

research carried out in a big business application software development division of a 

corporation. A multi-dimensional space was first created from the quality data of the needs 

specifications; each dimension represented an item in the preferred structure of software 

requirements specifications (SRS) as stated in IEEE Std. From 830 to 1998. The SRS quality 

data and project outcomes were subjected to a variety of statistical analysis approaches. 
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There were some intriguing correlations discovered between the quality of requirements and 

the success or failure of projects: 

1.The results of a project seem to be related to the quality of the SRS, according to the data. 

Not to mention that just a handful of SRS things really make a difference. 

2.In most cases, regular projects will provide balanced descriptions of SRS. 

3.There are many descriptions of typical projects and few about those that go over budget 

and schedule in Section 1 of SRS, which covers the goal, overview, and overall background 

of SRS. 

4.Due to the fact that such traits typically suggest that the RE phase has been disregarded or 

incorporated in the design phase, projects generally wind up costing more than expected 

when SRS Section 1 descriptions are lacking in comparison to functionalities and product 

perspectives. 

5.The project is more likely to be completed on schedule when the references or purpose in 

Section 1 are well-written. 

6.One strategy for avoiding budget overruns is to identify needs whose execution may be 

postponed. 

As stated by Robert Charette in his July 2005 IEEE paper titled "Why Software Fails -We 

Waste Billions Of Dollars Each Year on Entirely Preventable Mistakes," "Badly Defined 

System Requirements" is one of the main reasons why software projects fail. In his 

estimation, the US economy has lost up to $75 billion due to software failures in the last five 

years. 

"Incomplete requirements (13.1%)" was listed as the leading cause of project failure in The 

Chaos Study, published in 1994 by the Standish Group. "Changing Requirements and 

Specifications (8.7%)" is the sixth component under consideration [125-134]. 

Guidelines for Writing High-Quality Standards 

To write outstanding requirements, you can't use a formula. Much of it comes down to how 

you've handled certain issues in the past and what you've learned from them. When 

documenting software requirements, bear in mind the following recommendations. 

Paragraphs and phrases should be kept brief. Be more proactive. Adhere to correct spelling, 

grammar, and punctuation. Be consistent in your word choice and look up unfamiliar 

terminology in a database or glossary. 

Looking at a requirement statement from the developer's point of view might help determine 

if it is adequately described. 

It is common for requirement writers to have difficulty determining the appropriate degree 

of granularity. Keep your narrative paragraphs short and to the point. Creating requirements 

that can be tested independently is a good granularity guideline to follow. It is likely written 

at the appropriate amount of detail if you can conceive of a few related tests to validate the 
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implementation of a requirement. Several criteria may have been grouped together and have 

to be separated if you foresee numerous types of testing. 

Be wary of a single statement that contains several criteria. The use of conjunctions such as 

"and" and "or" in a requirement indicates the combination of many requirements. You should 

never use "and/or" when stating a need. Ensure that the document's requirements are written 

with a consistent degree of depth. In my experience, the breadth of needs specifications 

might vary greatly. "The product shall respond to editing directives entered by voice" 

explains a full subsystem, not a single functional need, for instance, "A valid color code shall 

be R for red" and "A valid color code shall be G for green" might be separated as independent 

requirements. Do not state requirements in the SRS more than once. Having the same need 

appear in several locations could improve readability, but it makes document upkeep more 

of a pain. If you don't want inconsistency, update all of the instances of the requirement 

simultaneously. 

A better basis for product creation, system testing, and final customer satisfaction may be 

achieved by following these rules and officially and informally assessing the needs early and 

regularly. 

According to the IEEE (1993), there are six traditional criteria for requirements quality: 

adequacy, clarity, completeness, consistency, verifiability, modifiability, and traceability. 

Unfortunately, in reality, these characteristics are not met by the majority of needs 

specifications. One may make the case that we should keep refining our requirements 

processes until they get the expected results, as this is really a matter of using the correct 

methodologies and procedures. In fact, it's not so easy when you look at it closely. The 

attributes contribute to the issue. 

A requirements specification outlining the full system has to be created and baselined before 

any design or implementation activities can begin, leading to waterfall-like process models 

based on the idea of completeness. To be sure, consumers aren't always crystal clear about 

their wants and needs. Needs and systems change with time. A comprehensive needs 

definition is thus extremely difficult to create and freeze. 

For the sake of clarity, the specification should be as formal as it can be. On the other hand, 

most needs specifications use normal language or use a semi-formal approach, such as class 

or dataflow models, to specify requirements. Consequently, achieving clarity is a formidable 

challenge. Depending on the situation, traceability's practical importance could be anywhere 

from negligible (for many internal initiatives) to paramount (for projects including vital 

safety components). 

However, we do have issues with methods and processes as well. Due to a mismatch between 

the requirements' representation and the way customers actually use and understand the 

system, many projects fail to allow customers to evaluate the requirements' adequacy. The 

evaluation of sufficiency is already challenging when clients are unsure about their needs. 

Therefore, to satisfy the updated set of requirements, we must first change the fundamental 

paradigm of requirements quality and then appropriately adjust requirements engineering 
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approaches. I propose a model for requirements quality that prioritizes adequacy above all 

else, ranks consistency, verifiability, and modifiability in that order of importance, and 

embraces incompleteness (i.e., partial specifications) and ambiguity on purpose. Depending 

on the project at hand, the importance of traceability should be determined. 

The use of requirements engineering techniques is essential for implementing this new 

quality paradigm. 

• Make specifications clear so that consumers may verify and comprehend them • make it 

possible to build partial specifications in a systematic way, and • aid in the prompt 

identification and clarification of uncertainties. 

Conclusion 

Every piece of technical work done on a project starts with requirements. With a prevalence 

of 41-56%, requirements mistakes are the most common type of project errors. If developers 

want to enhance project results, the best thing they can do is reduce requirements mistakes. 

Finding mistakes and missing needs early in the requirements stage may save a lot of money 

and time compared to doing it later in the lifecycle. Usually, rework accounts for 45 percent 

of project costs. Less rework is possible when tasks are tied to requirements. Raising 

spending on requirements-related activities from the current 3% industry average to an ideal 

range of 8-14% of overall project expenditures enhances software development effort 

quality. If we focus more on requirements activities, we can make software that is of higher 

quality. Important as requirements are, they also present numerous chances to enhance and 

fortify our current efforts. It was recommended that while creating SRS, a set of "Effective 

Requirements Practices" be utilized. If we want to improve, we need to make some small 

adjustments to the way we really do things. 
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